AMATH 352 RAHMAN Week 4

SEC. 1.5 MATRIX INVERSES

In linear algebra we want to find a matrix A~! such that AA=! = A='A = I. We can only find an inverse if A is nonsingular,
so invertible and nonsingular mean the same thing, and noninvertible and singular mean the same thing. If A can be put into
upper triangular form, it is nonsingular, otherwise it is singular.

Note: nonsquare matrices do not have inverses, but we can have either a right or left hand inverse, which we will talk about
later.

Now lets do an example where we find the inverse of a matrix. Once more we use our usual 3 x 3 matrix

2 1 1
A=|4 —6 0 (1)
—2 7 2

We append the identity matrix to A and use Gauss-Jordan elimination.

2 1 1] 100 2 1 1 ] 1 00 1 ({2 1 1 ] 1 00
214 -6 0 | 0 1 0of= 0O 8 -2 | -2 1 0/=-2|0 -8 -2 | =2 1 0
~1|l-2 7 200 1 —-1lo 8 3 | 1 01 00 1 | -1 11
-1/812 1 0 | 2 -1 -1 /2 12 0 0 | 12/8 —-5/8 —6/8 1 0 0 | 12/16 —-5/16 —6/16
= 0 -8 0 | -4 3 2| =-1/8{0 -8 0 | -4 3 2 =10 1 0 | 4/8 -3/8 —2/8
0 0 1 | -1 1 1 o o0 1 | -1 1 1 0 0 1 | -1 1 1
12/16 —-5/16 —6/16
=A1'=1]4/8 -3/8 -2/8
-1 1 1
Ex:
2 0
+=[i 3
This one is easy since there are only diagonal terms, so
1 [1/2 0
A —{o 1/3

Ex: For this one

37 0 1 01 -3 1 01 ] -3 1
Don’t be fooled by the simplicity of this answer though. Even for 2 x 2, the pattern may not be as you see here. This
one is a special case since the determinant (which we will cover later) is 1.
Ex: Similarly,

BEb A

1 12 | 1 00 1 1 2 | 1 00 2 (1 1 2 | 1 00
313 10 | 0 1 of= 0 -2 -6 ] -3 10 =-6[0 -2 -6 | -3 10
-2/-2 03] 00 1] -—-1{0 2 7 | 2 01 o 0 1 [ -1 1 1]
~1/21 1 0 | 3 —2 -2 1 0 0 | —-3/2 3/2 1 1 00 | —3/2 32 1
= 0 -2 0 | -9 7 6 | =-1/210 =2 0 | -9 7T 6/=10 1 0 | 9/2 -7/2 —-6/2
o 0 1] -1 1 1 o o 1] -1 1 1 001 | -1 1 I
Properties:
(1) (A1)
(2) (4%~ = 1(Afl)*l
(3) (cA) =A™
-1 _\T
s



