
AMATH 352 Rahman Week 5

Sec. 1.8 General linear systems

Up to this point we’ve focused on doing LU factorization with square non-singular matrices. However, sometimes we just
can’t avoid non-square and singular systems. In these cases we can expand our definition of LU factorization.

Ex:

x
y

y
0 0 0 3 1

1 2 −3 1 −2
2 4 −2 1 −2

 = 2

1 2 −3 1 −2
2 4 −2 1 −2
0 0 0 3 1

 =

1 2 −3 1 −2
0 0 4 −1 2
0 0 0 3 1

 = U. (1)

Notice that we have three pivots here, and therefore our Rank is 3. Since we did row exchanges before beginning with
our Gaussian elimination, our other matrices are

P =

0 1 0
0 0 1
1 0 0

 , L =

1 0 0
2 1 0
0 0 1


For this case, since the number of equations is less than the number of unknown variables, we may have an infinite

number of solutions, but they will form specific structures in our space R5. Suppose that PA = b, then

c = L−1b =

c1c2
c3

⇒ 3x4 + x5 = c3 ⇒ x5 = −3x4 + c3 .

Here we chose x4 to be our free variable; i.e., it can be any real number. Alternatively, we could have picked x5. Next
we back substitute,

4x3 − x4 + 2x5 = 4x3 − x4 − 6x4 + 2c3 = 4x3 − 7x4 + 2c3 = c2 ⇒ 4x3 = c2 − 2c3 + 7x4 ⇒ x3 =
1

4
(c2 − 2c3) +

7

4
x4 .

Finally,

x1 + 2x2 − 3x3 + x4 − 2x5 = x1 + 2x2 −
3

4
(c2 − 2c3)− 21

4
x4 + 6x4 − 2c3

= x1 + 2x2 +
7

4
x4 −

3

4
c2 −

1

2
c3 = c1 ⇒ x1 = −2x2 −

7

4
x4 +

3

4
c2 +

1

2
c3 + c1 .

Again, we pick x2 as our next free variable. We could have picked x1, but it was just more convenient to pick x2.
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