
Math 2360 Rahman Lecture 8 and 9

4.6 Rank and Matrix Subspaces

We talked about permutation matrices. It’s up to you whether you want to use it or not, but if you don’t you should avoid
switching rows or multiplying through a row.

Consider the matrix

A =

[
1 2
1 2

]
−→ U =

[
1 2
0 0

]
Row space
The nonzero rows are a basis for the row space, and it has dimension r. For the matrices above only {(1, 2)} is in the basis,

and the dimension is r = 1. It should be noted that the basis isn’t the row space; the row space itself is y = 2x.
Nullspace
So, we have one vector for the 2× 2 matrix, but this only forms a 1−D space. The nullspace is given by x for the equation

Ax = 0⇒ Ux = 0. Then the basis for our example is {(−2, 1)} with a dimension of m− r = 2− 1 = 1 where m is the number
of columns. As with the row space, the nullspace itself is not the basis but rather the line y = −x/2.

Column space
This is sometimes called the range. The pivot columns of U forms the basis for the column space of U and the corresponding

columns of A form the column space of A. Then the basis for the column space of U is {(1, 0)} and the basis for the column
space of A is {(1, 1)}. The column space will have the same dimension as the row space.

Left nullspace (null space of AT )

The left nullspace is just the nullspace of the transpose. For our example the basis is {(1,−1)} with a dimension of n− r =
2− 1 = 1. The left nullspace itself is y = −x.

Theorem 1 (Fundamental Theorem of Linear Algebra). For an n×m matrix A,

(1) C(A) is the column space of A and has dimension r.
(2) N (A) is the nullspace of A and has dimension m− r.
(3) C(AT ) is the row space of A and has dimension r.
(4) N (AT ) is the left nullspace of A and has dimension n− r.

Now lets do a bunch of examples from the book on page 205.

7) Here we circle our pivots after we cannot reduce any further.

U =

[
1 −3 2

0 14 −7

]
and the basis is readily available: 

 1
−3
2

 ,

 0
14
−7


and it has a rank of r = 2 since it has two pivots.

9) Again we eliminate and identify our pivots.1 6 18
0 −2 −10
0 6 27

→


1 6 18

0 -2 −10

0 0 -3


Then the basis is 

 1
6
18

 ,

 0
−2
−10

 ,

 0
0
−3


and it has a rank of r = 3.

11) Again −2 −4 4 5
0 0 0 7/2
0 0 0 4

→


-2 −4 4 5

0 0 0 7/2

0 0 0 0


and the basis is 


−2
−4
4
5

 ,


0
0
0

7/2




and the rank is r = 2.
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You will notice that the answers in the back of the book might look slightly different from the ones given. That is because
the vectors in the basis aren’t unique. As long as you can find vectors that forms a basis that is all you need.

21) Since we want the basis for the column space of A we must look back at the original matrix A. When we eliminate we
get (

2 4

0 4

)
which means both columns of A will be in the basis of the column space of A{(

2
1

)
,

(
4
6

)}
and the rank is r = 2.

23) Again we want the basis of the column space of A, so we eliminate and find the pivot columns.(
1 2 4

0 4 5

)
so the basis of the column space of A is {(

1
−1

)
,

(
2
2

)}
and the rank is r = 2.

Notice that the last column is not a pivot column.
27) To find the basis of the nullspace we eliminate then find the vectors x that makes Ax = 0. Elimination gives us[

2 −1
0 0

]
then the basis is {(

1
2

)}
31) Here we can find the basis straight away 

 3
0
−1


33) We first do the elimination 1 2 −3

0 −5 10
0 −5 10

→
1 2 −3

0 −5 10
0 0 0


Since there are three columns and two pivots, the nullspace will have a dimension of one, so the basis is

−1
−2
1


35) We first eliminate 2 1

0 −5/2
0 −1/2

→


2 1

0 -5/2

0 0


Since it has two pivots and two columns dim(N (A)) = 0.

37) Next we have the row echelon matrix  1 3 −2 4

0 1 −1 2
0 0 0 0


This has four columns and a rank of two, so the basis of the nullspace will consist of two vectors


−1
1
1
0

 ,


0
0
2
1





